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Abstract

Residual dipolar couplings (RDC) provide important global restraints for accurate structure determination by NMR. We show that
nonuniform sampling in combination with maximum entropy reconstruction (MaxEnt) is a promising strategy for accelerating and
potentially enhancing the acquisition of RDC spectra. Using MaxEnt-processed spectra of nonuniformly sampled data sets that are
reduced up to one fifth relative to uniform sampling, accurate 13C 0–13Ca RDCs can be obtained that agree with an RMS of 0.67 Hz with
those derived from uniformly sampled, Fourier transformed spectra. While confirming that frequency errors in MaxEnt spectra are very
slight, an unexpected class of systematic errors was found to occur in the 6th significant figure of 13C 0 chemical shifts of doublets obtained
by MaxEnt reconstruction. We show that this error stems from slight line shape perturbations and predict it should be encountered in
other nonlinear spectral estimation algorithms. In the case of MaxEnt reconstruction, the error can easily be rendered systematic by
straightforward optimization of MaxEnt reconstruction parameters and self-cancels in obtaining RDCs from nonuniformly sampled,
MaxEnt reconstructed spectra.
� 2007 Elsevier Inc. All rights reserved.
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1. Introduction

Dipolar couplings measured in marginally aligned bio-
logical molecules are global orientation restraints impor-
tant for molecular structure determination and validation
by NMR [1–3]. Due to the orientation degeneracy of the
dipolar coupling function, rigorous structure refinement
against RDCs usually requires measurement of RDCs
between different pairs of nuclei sampling independent ori-
entations. In the case of the protein backbone, these mea-
surements include the large 15N–1H and 13Ca–1Ha

couplings, as well as the smaller 13C 0–13Ca, 15N–13C 0, and
13Ca–13Cb couplings. The 15N–1H, 13C 0–13Ca, and
15N–13C 0 bond vectors lie in the peptide plane whereas
13Ca–1Ha and 13Ca–13Cb bonds sample the out-of-plane
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orientation. For larger proteins requiring deuteration,
13Ca–1Ha couplings cannot be measured and are therefore
replaced by the small 13Ca–13Cb couplings. Measurement
of small J/J+D splitting has traditionally required very
long J-modulated evolution in the indirect dimensions to
obtain sufficient resolution and accurate peak positions.
More recently, quantitative-J methods have been shown
to be highly effective for measuring the small J/J+D cou-
plings for heteronuclear spin pairs such as 15N–13C 0 and
13C 0–13Ca[4,5]. However, the quantitative-J approach can-
not be applied to the homonuclear 13Ca–13Cb coupling
and measurement of this coupling usually requires very
long Cb-coupled Ca evolution, and therefore long experi-
mental time. Broadly, heteronuclear RDCs have the unique
potential to report on proton-poor macromolecular
regions, such as metal-binding sites, which are difficult to
constrain with other NMR observables. New methods
should be developed to accelerate and enhance the
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measurement of heteronuclear, weak RDCs. In this study,
we show that the measurement of RDCs can be accelerated
up to fivefold by the combined use of nonuniform
sampling, maximum entropy reconstruction, and rigorous
peak fitting.

The current environment of many diverse options for
alternative data acquisition and processing [6–32] high-
lights the importance of rationally pairing these methods
with experimental problems that best suit them and which
most need their potential benefits. RDCs are convention-
ally obtained by measuring chemical shifts with high preci-
sion and accuracy by acquiring data to very long evolution
times in the indirect recoupled dimension. Extensive sam-
pling improves digital resolution in the resulting spectra
so that peak positions may be measured with high preci-
sion; additionally, sampling at long evolution times is
strictly necessary for obtaining the maximal available reso-
lution in NMR spectra [33]. Therefore the need to sample
indirect evolution periods to very long times represents a
sampling requirement intrinsic to the challenge of acceler-
ating RDC spectra. Also, to our knowledge, RDC spectra
have not been handled by any type of non-Fourier trans-
form to date, or by any data extrapolation methods, which
can introduce frequency errors. For example, RDC data
must not be extended in the time domain by linear predic-
tion (LP) to artificially enhance the digital resolution since
LP can produce significant frequency errors, especially
when the signal to noise ratio is low [6]. So there is also a
requirement for very high fidelity processing when han-
dling RDC data sets.

The accordion principle [34] has been applied to the effi-
cient measurement of 13C 0–13Ca RDCs from a series of 2D
spectra when the 1H{15N} HSQC is well resolved [9]. The
strengths of this approach are the ability to scale the cou-
plings and to achieve high digital resolution in the 15N
dimension, the ease of data interpretation, and the utiliza-
tion of the FFT for all processing stages. For larger pro-
teins in which resolution must be improved, the method
needs to be scaled to higher dimensions, limiting the time
savings, and relaxation signal losses may be serious; how-
ever the combination of accordion and FFT strategies
addresses the sampling and processing criteria discussed
above and should be of utility. We develop here an alterna-
tive that is based on the combination of nonuniform sam-
pling and maximum entropy (MaxEnt) reconstruction. In
this paper, nonuniform sampling is the practice of acquir-
ing data corresponding to a reduced set of samples on
the Nyquist grid in the indirect dimensions of multidimen-
sional NMR spectroscopy using an identical number of
transients for each sample. Nonuniform sampling retains
samples at very long evolution times in the recoupled
dimension of RDC spectra to obtain high resolution while
reducing the net experimental time by not acquiring data
for all intervening samples (e.g., Fig. 6b and c). Stern
et al. demonstrated that maximum entropy reconstruction
is highly resistant to frequency errors, and produces
NMR spectra with significantly fewer frequency errors
compared to spectra processed with the aid of linear pre-
diction [6]. Further, multi-dimensional NMR spectra
obtained by MaxEnt reconstructions of nonuniformly sam-
pled data have been shown to have sufficient fidelity to be
suitable for many biomolecular NMR applications in liq-
uids [35,36] and solids, [37] for analysis with automated
assignment routines, [38] and for enabling novel pulse
sequences for the study of large proteins [39]. Given that
MaxEnt reconstruction is a nonlinear spectral estimation
algorithm and is not free from frequency errors, the
broader question that motivated this work is if the com-
bined used of nonuniform sampling and MaxEnt recon-
struction could provide accurate RDCs while yielding
meaningful time savings, which we find is possible.
Addressing this question led to an investigation into the
occurrence of slight frequency errors in MaxEnt spectral
estimations that have not been characterized before, and
which are a result of slight peak distortions due to nonlin-
ear amplitude bias in MaxEnt reconstructions.

2. Materials and methods

Uniformly 15N- and 13C-labeled recombinant Xenopus
calmodulin (CaM) was overexpressed in Escherichia coli

(strain AR58) and purified to homogeneity as previously
described. Three NMR samples were used for the present
study, each prepared in 250 ll of 95% H2O/5% D2O, pH
7.0, using 280 ll Shigemi microcells. The isotropic sample
contains 1 mM CaM, 16 mM CaCl2, and 100 mM KCl.
The aligned sample used for structure determination con-
tains 15 mg/ml of the filamentous phage Pf1 (Asla Labs,
http://130.237.129.141//asla/asla-phage.htm), 1 mM
CaM, 16 mM CaCl2, and 10 mM KCl. A second aligned
sample was also made, containing 18 mg/ml Pf1, 0.5 mM
CaM, 6 mM CaCl2, and 100 mM KCl. NMR experiments
were conducted at 30 �C on a 500 MHz Bruker spectrome-
ter equipped with cryogenic probe. The 13C 0–13Ca cou-
plings were obtained from the standard 3D HNCO
recorded with 120 ms of 13Ca—coupled 13C 0 evolution.

Processing of the full length data sets with the fast Fou-
rier transform (FFT) was performed with NMRPipe [40]
and with the Rowland NMR Toolkit [7]. MaxEnt process-
ing of the protein RDC data sets was carried out with the
program ‘msa2d’ implemented in the Rowland NMR Tool-
kit which performs holistic two-dimensional reconstruc-
tions of nonuniformly sampled planes while maintaining
constant k across all planes [41]. Acquisition of 3D-HNCO
data consisted of (180 · 40 · 512) complex points in 13C 0,
15N, 1H dimensions respectively for all data sets. FFT
and MaxEnt data were processed to identical final digital
resolutions of (512 · 128 · 1024) complex points in 13C 0,
15N, 1H dimensions respectively. For the MaxEnt recon-
structions, we utilized single- and dual-processor linux
and Apple OSX workstations, with typically 1 GB RAM
and 2 GHz or greater processor speed. Whereas MaxEnt
reconstructions of typical 3D assignment spectra may
require 15 min or less of computation time on these types
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of computers, the coupled 3D-HNCO spectra require sub-
stantially higher digital resolution and more stringent Max-
Ent parameters def and k, and therefore require much
greater computation times. We processed the spectra in
approximately half-spectral-width batches, requiring a
total time of about 5–6 h on a dual 2 GHz G5 MacOSX
workstation. With the recent advent of dual/quad core pro-
cessing, faster CPUs, faster memory access, and higher
RAM capacities, MaxEnt computation times would
decrease substantially on such equipment.

Simulated two-dimensional doublet data was obtained
with an in-house C program and processed by either the
FFT, by two-dimensional MaxEnt reconstruction
(‘msa2d’), or by constant-k row-wise reconstruction. One-
dimensional cross-sections (a.k.a. slices) of the data were
fit to a double Lorentzian function, requiring six indepen-
dent variables, by nonlinear least squares fitting in either
SigmaPlot 9.0 (Systat Software Inc.,CA) or Grace (http://
plasma-gate.weizmann.ac.il/Grace/),
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where A and B are the amplitudes of each component, dA

and dB are the full widths at half maximum of each compo-
nent, and xA and xB are the frequencies of each compo-
nent. Such fits were used to identify peak positions.
Results obtained with SigmaPlot and Grace were validated
against each other and found to be indistinguishable. Full
three-dimensional data sets were also analyzed with the
automated peak picking routine implemented in NMR-
ViewJ (One Moon Scientific, NJ).

The maximum entropy reconstruction strategy
described in full by Hoch and Stern [7] is briefly outlined
here. MaxEnt reconstruction is implemented as an inverse
algorithm that obtains a frequency-domain spectrum f that
is consistent with the experimental data d. Two constraints
are used to obtain f. First, a chi-squared statistic compar-
ing the agreement between the experimental data d and
the inverse discrete Fourier transform of f, denoted d 0

(i.e., d 0 = IDFT(f)) is composed,
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where the sum takes place only over the M nonuniformly
acquired sample points. Additional regularization is
needed beyond C(f,d) in order to obtain unique, smooth
spectral estimates for f. A modified Shannon equation
[42,43] is summed over the N points in the frequency
domain to yield
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an entropy assigned to f, where maximal entropy is taken
as the regularization condition. Both constraints can be
achieved together by the use of a LaGrange multiplier k
such that the problem of finding f is to maximize

Qðf; dÞ ¼ SðfÞ � kCðf; dÞ ð4Þ
Qualitatively the procedure may be viewed as finding the
least signal in the frequency domain that is consistent with
the experimental data. In practice, the method is nontrivial
[7].
3. Results

The maximum entropy algorithm implemented in the
Rowland NMR Toolkit uses a modification to the Shan-
non entropy functional [42,43] to regularize spectral esti-
mates and has been described previously [7]. We have
shown that MaxEnt reconstructions of typical 3D protein
backbone assignment spectra [35] are very insensitive to
the exact choices for the two parameters def and k that
are required in the algorithm. The parameter def is a scale
factor in the entropy functional [see Eq. (3)], while k is a
weighting parameter [LaGrange multiplier, see Eq. (4)] that
determines the degree of nonlinearity in the resulting spec-
tral estimate. Generally, decreasing def and increasing k
lead to more stringent conditions for spectral reconstruc-
tions. In a preliminary study, we initially carried out
MaxEnt processing of the isotropic and aligned coupled
3D-HNCO spectra for the measurement of weak 13C 0–13Ca

RDCs for Xenopus calmodulin (CaM) using 2/3 data
reduction by nonuniform sampling and values of def and
k that we have found to be effective and time-efficient for
many types of data sets (values were ca. 1 for each param-
eter). However, RDCs determined from these data agreed
poorly with RDC’s obtained from Fourier processed full
length data (not shown) when utilizing either automated
two-dimensional peak picking (NMRViewJ) or least
squares peak fitting of one-dimensional cross-sections of
the data. An RDC measurement is traditionally taken as
the difference between the doublet separations in isotropic
(J coupled only) and partially aligned (J-coupled with a
residual dipolar splitting, J+D) protein samples. In a suc-
cessive analysis of four peak positions even small intrinsic
errors can propagate into large uncertainties in the final
RDC determination, so analysis of weak 13C 0–13Ca RDCs
(ca. 1–5 Hz) represents one of the most strenuous tests of
non-Fourier processing strategies to date. To explore
whether optimization of def and k would lead to improved
RDC measurements, we performed MaxEnt reconstruc-
tions over a broad parameter space for def and k (Fig. 1,
details in caption).

http://plasma-gate.weizmann.ac.il/Grace/
http://plasma-gate.weizmann.ac.il/Grace/


 9.5 9.6 9.7 9.8

 175.5

 175.7

 175.9

 176.1

 176.3

(a) Full Data - FFT

δ(
13

C
)/

pp
m

 9.5 9.6 9.7

(b) 2/3 reduced - MaxEnt

δ(1H)/ppm

0.432

0.430

0.428

0.426

0.424

λ
0 10 20 30 40 50

ΔFFT ΔMaxEnt

ΔMaxEnt

ΔFFT

Δ 
(p

pm
) def = 0.1

def = 1.0

def = 2.0

def = 10

Fig. 1. Variations in MaxEnt parameters def and k are compared to the peak separation measured by nonlinear least squares fitting of the resulting spectra
for one experimental doublet in the isotropic spectrum. Forty spectra corresponding to def values of 0.1, 1.0, 2.0, and 10 and k values of 0.1, 0.5, 1.0, 2.0,
5.0, 10.0, 20.0, 30.0, 40.0, and 50.0 were obtained by MaxEnt reconstruction. Higher values of def and lower values of k produced considerably more
uncertainty in the observed splittings in the simulated doublets, while low def and high k values produced consistent, though not accurate, splitting in the
doublets. The splitting in the FFT processed spectrum was 0.425 ppm and the MaxEnt splitting for k > 10 was between 0.4306 and 0.4310 ppm.
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We carried out MaxEnt processing of the isotropic data
set in which 2/3 of the data was eliminated according to a
sampling function that was exponentially weighted in both
the nitrogen and carbon indirect evolution periods (Fig. 6b,
‘sampsched2d’ program in the Rowland NMR Toolkit).
The insets of Fig. 1 compare a doublet obtained via either
FFT or MaxEnt to indicate the agreement, and raise the
point that 13C 0–13Ca RDC’s will be on the order of 1–
5 Hz, or just a few thousandths of a ppm at high fields
(500 MHz or higher). We analyzed the cross-section
(a.k.a slice) of the data taken through the 1H peak maxi-
mum by nonlinear least squares fitting of the spectrum to
a double Lorentzian function. No combination of def or
k yielded a peak separation that was in agreement with that
determined from the FFT processed doublet. The results in
Fig. 1 also indicated that the MaxEnt processing yielded
more uncertainty in the peak separation for small values
of k (e.g., k � 1), which were used in our preliminary stud-
ies. The net deviation of the peak separation measured in
the MaxEnt spectrum from the accepted value determined
from the FFT processed spectrum is about 0.006 ppm
when k is large. In either regime of k, the discrepancies
would not influence the interpretation of protein 3D
assignment spectra (e.g., HNCA, HNCO, HNCACO, etc.
Also, taking the measured separation to be the accurate J

coupling would usually be appropriate in this case since
the error (0.006 ppm < 1 Hz) is much less than the typical
13C 0–13Ca scalar coupling of about 55 Hz. However a
1 Hz RDC corresponds to a difference in peak separation
between the isotropic and aligned spectra of 0.008 ppm
(assuming 125 MHz 13C Larmor frequency as in this
study). Therefore the discrepancy in peak separation
between the FFT doublet (DFFT) and the MaxEnt doublet
(DMaxEnt) in the isotropic spectrum is on the order of the
value of the RDC we need to measure, especially when k
is small. Yet Fig. 1 also suggests that the error between
DFFT and DMaxEnt is regulated at larger values of k (>10
for these data). If the error was systematic (i.e., constant)
for both the isotropic and recoupled splittings, then it
would self-cancel when subtracting doublet separations,
and accurate RDCs should be measurable. The test in
Fig. 1 suggested that there was a more fundamental dis-
crepancy in doublet separations measured from FFT and
MaxEnt processed data and led us to conduct more
detailed analyses.

A series of simulated two-dimensional doublet spectra
was created, including noise, and consisting of a single line
in the first frequency dimension and split into a doublet in
the second frequency dimension. The doublet separation
was varied, as parameterized by the line width. Doublet
separation was measured by one-dimensional nonlinear
least squares fitting of the cross-section taken through the
value of the peak maximum in the first dimension to a dou-
ble Lorentzian function. In Fig. 2a, we show the percent
difference in doublet separation between spectra obtained
by MaxEnt reconstruction utilizing k = 10 and by standard
FFT processing. When noise is included and 2/3 of the data
is eliminated (open diamonds), the percent difference is
found to be proportional to the known signal separation
specified in the simulations. When the data is noise free
(shaded diamonds) the discrepancy still exists and is still
proportional to the frequency separation between the sig-
nals. And for MaxEnt processing of the full uniformly sam-
pled data set (filled diamonds), the difference again is
observed. The results of Fig. 2a address several questions.
First, it is apparent that the absolute values of the errors
are very slight and would not normally be noted in typical
protein NMR applications; only by normalizing the error
against the line width can the error be characterized, and
then the error amounts to only very small fractions of
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Fig. 2. Analysis of peak separations determined from FFT and MaxEnt processing of simulated doublets that possessed similar digital resolution and
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measured doublet separations is not attributable to the presence of noise or to the use of a reduced number of samples.
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the line width. Next, Fig. 2a indicates that the error is not
principally a result of reduced constraints on the signal due
to the use of 2/3 fewer samples, or of uncertainty in the fre-
quency position due to noise. It is observed in Fig. 2a that
the error is only negligibly attenuated in the noise free data
but somewhat more attenuated in the full, uniformly sam-
pled data, indicating that these issues do contribute to
uncertainty in the measured frequency positions, but are
not the fundamental cause of the observed error. Since
the signals were defined in the time domain simulations
as Lorentzian (i.e., monoexponential decay), the error is
observed when fitting the data with the corresponding
Lorentzian line shape function, which may not be strictly
correct (vide infra). Finally, Fig. 2a demonstrates that there
is a non-random, systematic character to the error: overes-
timation of the splittings as a function of the separation to
linewidth ratio.

Where Fig. 2a tested agreement between MaxEnt and
FFT processed spectra, Fig. 2b presents the accuracy of
each of these methods since the correct separations are
defined in the simulations. As expected, the peak separa-
tions in FFT processed data (open circles) agree within
<1% of the defined separations. This <1% variation against
the known values is due to uncertainty in the peak fitting
due to noise. This analysis of the FFT processed peaks val-
idates our acceptance of peak separations determined from
FFT processed data as the correct, control values. In
Fig. 2b the FFT processed doublet separations closely
reflected the input values, with the largest percent difference
of only 0.65%. The MaxEnt processed doublet splittings
significantly deviated from the input values as the separa-
tion to line width ratio became smaller, just as in Fig. 2a.
Percent differences for the 2/3 reduced, noise free and 2/3
reduced, 4/5 reduced, and full data sets at a separation to
line width ratio of 20 were 0.24%, 0.15%, 0.12%, and
0.06%. At a separation to line width ratio of 5, the percent
differences were 3.1%, 2.2%, 2.7%, and 1.3%, while at a
ratio of 1, the percent differences were 11.2%, 9.0%,
7.9%, and 9.4%, respectively.

Importantly Fig. 2a and b support that the error will be
a constant in 13C 0–13Ca doublet separations that are mea-
sured independently for isotropic and aligned samples,
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since the error has a negligible dependence on noise (which
could vary between data sets) but is a strong function of the
separation to line width ratio. We measured typical carbon
line widths of 8 Hz in the calmodulin spectra, which places
the doublets in a regime where the separation to line width
ratio is about 7 (based on a typical 13C 0–13Ca

1J of ca.
55 Hz). This ratio corresponds to relatively shallow regions
of Fig. 2a and b, and will not be significantly changed by
variations in the doublet separation due to the additional
weak RDC of 1–5 Hz. Therefore the error will be approx-
imately constant in either aligned or isotropic RDC
doublets.

Fig. 2a and b also indicate that the separation to line
width ratio is an objective, frequency independent means
to determine the presence of the error. When the separation
to line width ratio is greater than 10 the error is vanishingly
small and is indistinguishable from the noise.

It is also apparent in Fig. 2a and b that MaxEnt processing
of the full data set does attenuate the error relative to 2/3
reduced data. We further investigated the dependence of
the error on data reduction by performing MaxEnt process-
ing of a 4/5 reduced data set (Fig. 2c and d). The nonuniform
sampling for 2/3 data reduction and 4/5 data reduction fol-
lowed identical probability densities and yet the error
observed in spectra obtained from the 4/5 reduced data set
is slightly less than that obtained from the 2/3 reduced data
set, and is comparable to the error obtained from the full
data set. We will comment on this further in the discussion.

The evidence in Fig. 2 of a systematic character to the
error in doublet splittings of MaxEnt processed data indi-
cates that it should be possible to determine a rational
explanation for its cause. Individual MaxEnt processed
doublets (from simulated data) were overlaid against
FFT processed doublets as a function of the peak separa-
tion to line width ratio (Fig. 3). At a separation to line
width ratio of 3 (Fig. 3a), the tails of the resonances over-
lap significantly at the mean position of the two signals.
The signal intensity at the mean of the doublet position
in the MaxEnt processed spectrum lies significantly below
that of the FFT spectrum, distorting the shape of the Max-
Ent processed doublet. This observation is consistent with
the well known nonlinear behavior of MaxEnt reconstruc-
tions to bias strong signals in the presence of weak signals.
Specifically, the peak maxima are biased relative to the
weak signal at the region of overlap of the Lorentzian tails,
slightly sharpening the inside edges of the peaks of the dou-
blets, and therefore effectively increasing the separation
between them. The effect of this mechanism is particularly
clear in Fig. 3a where the separation to line width ratio is 3
and the MaxEnt spectrum has peak maxima that are visi-
bly shifted relative to the peaks in the FFT spectrum. Even
when the separation to line width ratio is 10 (Fig. 3c), the
MaxEnt spectrum does not fully reproduce the intensity of
the FFT spectrum in the frequency region between the
peaks, although at this point the error becomes comparable
to uncertainty resulting from noise. We propose that the
source of the error is a peak shape distortion that is due
to nonlinear amplitude bias of MaxEnt reconstructions
and that artificially spreads the distance between peaks.

To further test this proposed mechanism, we performed
MaxEnt reconstructions of the simulated data sets using
deconvolution [7,44,45] with an exponential function in
order to improve resolution and therefore increase the ratio
of the doublet separation to line width. If the error is pri-
marily a function of this ratio, then the error should
decrease with such deconvolution. In Fig. 4a, MaxEnt pro-
cessing of a simulated doublet consisting of 20 Hz line
widths and using deconvolution with 5 Hz and 10 Hz expo-
nential decays results in only very minor reductions of the
error. However deconvolution of an exponential decay
from the signal will bias noise substantially and thereby
introduce greater frequency and line width uncertainty into
the resulting spectra. The simulated data used in Fig. 4a
already have a relatively low intrinsic signal to noise ratio
(SNR) of about 30:1 (measured by analysis of the FFT pro-
cessed spectrum) in order to be comparable to the experi-
mental spectra. If the SNR is increased four-fold to
about 120:1 then deconvolution does indeed result in sig-
nificant decreases in the measured error, further supporting
the proposal that nonlinear amplitude bias induces peak
distortion and concomitant frequency errors in MaxEnt
processing of doublet spectra.

The isotropic and aligned CaM 3D-HNCO spectra were
reprocessed with MaxEnt reconstruction using k = 30,
which Fig. 1 suggests is a stable regime for the systematic
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frequency error in these data sets, and without the use of
deconvolution. We selected at random 52 doublets to ana-
lyze for RDC values, which were obtained by measuring
peak separations by nonlinear least squares fitting of one-
dimensional cross-sections for both FFT and MaxEnt
processing of the data. The comparison between RDCs
extracted from FFT processing of the full data sets and Max-
Ent processing of 2/3 and 4/5 reduced data sets is shown in
Fig. 5. Good agreement is obtained in both cases, with
RMSD values that are significantly below 1 Hz. If we assume
an error of 0.25 Hz (0.002 ppm for 13C at 125 MHz) in the
measurement of a single peak position, the RDCs possess
an inherent measurement uncertainty of 0.5 Hz and the
agreement between FFT and MaxEnt derived RDCs is at
or near the intrinsic uncertainty of the measurement.
4. Discussion

We observe good agreement between 13C 0–13Ca RDCs
extracted from MaxEnt processing of either 2/3 reduced
or 4/5 reduced data and from FFT processing of full, uni-
formly sampled data. Nonuniform sampling preserves res-
olution by ensuring that experimental data at long
evolution times is acquired, while MaxEnt processing is
shown to have very high fidelity for measuring extremely
small perturbations in chemical shifts. A class of slight sys-
tematic frequency errors that arise from MaxEnt process-
ing of doublet NMR spectra and Lorentzian signal fitting
are found to result from nonlinear amplitude bias in Max-
Ent spectral estimations that leads to very slight peak shape
distortions. The errors are shown to be systematic for large
k, and so are removed by subtractive analysis of J and J+D
values.

A general approach to ensuring that def and k are well
chosen for the purpose of rendering the error systematic
is to perform an abbreviated version of the test in Fig. 1.
One first extracts from the 3D data a 2D plane that con-
tains a representative doublet and processes that plane
for a modest array of values of def and k very quickly. In
particular, one should select k such that further increasing
k does not yield any discernible change in measured peak
splitting. This procedure should be followed if peak separa-
tions are to be rigorously analyzed, however we wish to
repeat an early point that much less stringent (and there-
fore computationally faster) conditions for def and k will
give spectra of very high quality for typical backbone
and sidechain assignment and analysis. Also, in assuming
that the error will cancel in a subtractive analysis of inde-
pendently acquired spectra, it is necessary that the spectra
utilize identical sampling schedules and that the separation
to linewidth ratios be similar for the doublets being
compared.

Strictly, peak shape distortion gives rise to an apparent
frequency error when analyzing data with Lorentzian line
shapes: correct frequencies would be measurable if an ana-
lytic form for the distorted doublet could be found.
Whether or not a closed solution is even possible, it is evi-
dent by inspection that an analytic approximation to the
distorted doublet could be quite complex. Since the peak
distortions are extremely slight, the double Lorentzian is
a very close approximation to the true line shape. Although
other types of analysis are possible, such as the measure-
ment of a center of gravity of each peak shape, Fig. 3a
shows that the signal maxima are visibly shifted relative
to their correct positions so that other analysis procedures
will measure frequency errors also. And Lorentzian fitting
is shown here to yield repeatable, dependable results: it
produces systematic errors when analyzing doublet spectra.
Also, nonlinear least squares fitting of a spectrum to a dou-
ble Lorentzian function is a straightforward operation and
does not require special expertise.

The nonlinear nature of MaxEnt reconstructions has
been well documented and characterized for the case of
amplitude bias in the resulting spectral estimates, and sev-
eral methods have been developed to manage this nonlin-
earity [41]. A constant-k algorithm provides uniform
nonlinearity throughout an entire two-dimensional data
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set (or throughout an entire three dimensional data set as
in this study) [41]. This measure ensures that nonlinear
amplitude bias is systematic across the entire spectrum.
Schmieder et al. also showed that the nonlinear amplitude
response in a spectral reconstruction could be calibrated
using injected signals and that the calibration could be used
to accurately measure signal volumes [41]. In this study, we
have shown that frequency errors are measurable in spectra
of doublets when the separation to line width ratio is less
than 10 and that these errors are attributable to nonlinear
amplitude bias in MaxEnt spectral estimates that leads to
very minor line shape distortion away from Lorentzian.
In analogy to Schmieder et al., we also find that it is essen-
tial to have uniform nonlinearity in the reconstructed spec-
tra in order to ensure that the frequency errors arising from
nonlinear amplitude bias are systematic. Also, Fig. 2 repre-
sents a calibration of peak separation error using simulated
data, which parallels the ability to calibrate peak volumes
with simulated data.

As noted earlier in the text, the separation to line width
ratio is an objective metric to determine if a given peak sep-
aration will be susceptible to the error characterized here. If
this ratio is greater than 10, then the error is negligible and
the separation measured from MaxEnt processed spectra
may be safely inferred to be accurate and correct to a high
degree of precision. For example, the separation to line
width ratio will be greater than 10 in the case of 15N–1H
1J couplings (ca. 92 Hz) in proteins, given that line widths
in an indirectly detected 15N dimension are commonly
much less than 9 Hz. In this study we were operating in
an intermediate regime for the separation to linewidth ratio
of 7–8. The errors encountered in this regime were on the
order of 1 Hz. If it is necessary to know the correct abso-
lute values of splittings when the separation to linewidth
ratio is less than 10, then an in situ error analysis can be
carried out, in analogy to the calibration of signal intensi-
ties introduced by Schmieder et al. [41]. Doublet signals of
known separation and linewidths can be injected into
vacant regions of the data and calibrations like those in
Fig. 2 generated.

This work also suggests a broader finding about the ori-
gin of slight frequency errors in MaxEnt reconstructed
spectra. The high accuracy of resonance positions found
for MaxEnt processed spectra when the doublet separation
is twenty times the line width confirms the fidelity of Max-
Ent reconstructions of isolated signals. Since the sole con-
dition for the occurrence of the frequency errors we have
characterized is a proximity of signals relative to their line
width, then this is a very general phenomenon and can help
to explain the occurrence of slight frequency errors that
have been previously documented to occur in MaxEnt
reconstructions [6].

Spectral noise will introduce random fluctuations in
peak positions regardless of the method of processing,
and will not be considered further. But more work is
needed to discern the role of the nonuniform sampling
schedule in contributing to slight frequency errors of Max-
Ent spectral estimates. We observed in simulated spectra in
Fig. 2 that MaxEnt processing of the 4/5 reduced sampling
schedule yielded slightly smaller errors in the analysis of
peak separations than MaxEnt processing of 2/3 sampling.
It is axiomatic that the 2/3 reduced schedule contains
greater constraints on the spectrum and intrinsically should
be more amenable to producing accurate spectral esti-
mates. However, we also qualitatively observed a similar
effect in the multidimensional RDC data shown in Fig. 5.
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We noticed that many RDCs from the 4/5 reduced data
agreed more closely with their corresponding FFT derived
values than when derived from the 2/3 reduced data; how-
ever there is also lower signal to noise in the 4/5 reduced
data which led to overall increased measurement error.
Typical applications of nonuniform sampling of exponen-
tially decaying signals may reduce the intrinsic signal to
noise by 5–20% [33]. In Fig. 6 we illustrate the two sam-
pling schedules and the probability density of each sche-
dule; both schedules were created according to identical
exponential weightings, although they still vary randomly
within the constraint of the sampling density. Additional
work is needed to identify more metrics beyond the sample
density for gauging the quality of sampling schedules with
respect to MaxEnt reconstruction. For example, the sparse
sampling that occurs at long times (Fig. 6) could allow for
an unfortuitous correspondence between samples and the
signal nodes.

The time savings afforded by nonuniform sampling
would have numerous benefits such as in enabling the study
of unstable proteins. The significant advances of the last
several years to accelerate NMR data acquisition has made
it possible to efficiently and cost-effectively perform struc-
tural studies of proteins that are stable for 12–24 h. How-
ever RDC measurements, which are among the most time
consuming experiments in the biomolecular NMR toolbox,
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have not received the same degree of attention and so
unstable proteins remain much less amenable to RDC
analysis. This work shows a viable and robust alternative
to making unstable proteins accessible to RDC analysis.
The ability to achieve a fivefold savings in time also
presents promising opportunities to reinvest the saved time
and improve upon the intrinsic uncertainties in the
measurements of RDCs. For example, although the
intrinsic signal to noise ratio loss can be on the order of
5–20%, a portion of the saved time can be consumed with
additional transients to offset the loss; or the entire time
savings can be consumed with additional transients, which
would yield useful net gains in SNR. Also, time can be
invested to acquire more data at significantly longer
indirect evolution times in order to improve the intrinsic
spectral resolution, which is often severely under-realized
at ultra-high fields [33]. This could enable the measurement
of weak RDCs at much higher accuracy and precision than
previously possible, particularly when combined with cryo-
genic probe technology to gain further signal-to-noise
enhancement.
5. Conclusion

Elimination of up to 4/5 of experimental data is shown
to lead to accurate RDCs by combined nonuniform sampling,
100 150

ample Index

4/5 Reduced (c)

2/3 Reduced (b)

HNCO spectra. (a) Shows the sampling probability density for the 2/3 and
m variations do exist. A value of 1 would indicate the use of all 40 uniform
samples in the nitrogen and carbon dimensions of the 2/3 and 4/5 reduced
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MaxEnt reconstruction, and nonlinear least squares fitting
of the spectral data. We have also characterized a class of
very slight frequency errors that arise in MaxEnt process-
ing of spectra composed of uniform or nonuniformly dis-
tributed samples, and show evidence that the mechanism
for this error stems from nonlinear amplitude bias inherent
in MaxEnt reconstructions, and should in principle be
observed with any nonlinear estimation algorithm. In the
case of MaxEnt, the errors are extremely slight, generally
confined to the 6th significant figure in the case of carbonyl
chemical shifts in coupled 3D-HNCO spectra; the errors
are systematic under stringent reconstruction conditions
and do not prohibit the determination of RDC values by
traditional subtractive J/J+D analysis. This methodology
presents opportunities to perform RDC analyses of unsta-
ble proteins, or to utilize the time savings to significantly
enhance the measurement of weak RDCs among heteronu-
clei, which could be of high value in constraining
proton-poor regions of macromolecules.
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